06647-1-T

iy

THE UNIVERSITY OF MICIIIG‘AN
. COLLEGE OF ENGINEERING |
DEPARTMENT OF AERONAUTICAL AND ASTRONAUTICAL ENGINEERING

HIGH ALTITUDE ENGINEERING I.ABORATORY A‘ o

) \'Tl’echnicaleRepdrt |
Satellite Measurement of Atmospheric
 Structure by Stellar Refraction

e F. F. F'ISCHBACH"" " GPO PRICE g

L o M E. GRAvss CFSTl

L . P/BTHAYS/ PRICE(S) $

g _R. G. ROBLE

i T e, e copy g vl
\*/ | S - Microfiche (MF) Zj
I 1653 iy es

/*\ Under -confracf\‘wifh'

) | Nohonal Aeronauhcs and Space Admmlstrahon

o Goddard Space Flight Center -
, Contract No. NASr-54(08)
Greenbelt, Maryland

April 1965

DFFICE DF RESEARCH ADMINISTRATION . ANN ARBOR




THE UNIVERSITY OF MICHIGATN

COLLEGE OF ENGINEERING
Department of Aeronautical and Astronautical Engineering
High Altitude Engineering Laboratory

Technical Report

SATELLITE MEASUREMENT OF ATMOSPHERIC
STRUCTURE BY STELLAR REFRACTION

F. F. Fischbach
M. E. Graves
P. B. Hays
R. G. Roble

ORA Project 06647

under contract with:
NATIONAL AERONAUTICS AND SPACE ADMINISTRATION
GODDARD SPACE FLIGHT CENTER
CONTRACT NO. NASr-Sh(OB)
GREENBELT, MARYLAND
administered through:

OFFICE OF RESEARCH ADMINISTRATION ANN -ARBOR

April 1965



TABIE OF CONTENTS

LIST OF FIGURES
THE UNIVERSITY OF MICHIGAN PROJECT PERSONNEL
ABSTRACT
ACKNOWLEDGMENT
I. INTRODUCTION
II. AN ANALYSIS OF ERRORS

A, Theoretical Error Analysis

B. Numerical Error Analysis

C. ZResults

IIT. AN ANALYSIS OF EXTINCTION EFFECTIS

A, Isothermal Atmosphere
B. Analytic Model Atmosphere

IV. AN ANALYSIS OF BACKGROUND NOISE

V. GEOMETRY AND TIME OF OCCULTATION FOR VARIOUS AZIMUTH‘ANGLES
VI. VERTICAL DISTRIBUTION OF CLOUD COVER AT LOW LATITUDES
VII. CONCLUSIONS

REFERENCES

iif

Page

ix
xi

xiii

20
2l

21
52

Th

97

10k

105



LIST OF FIGURES

Figure
1. Density error dvue to star-tracker error.
2. Pressure error due to star-tracker error.
3. Temperature error due to star-tracker error.
L. Effect of data readout frequency on errors due to star-tracker.
5. Total pressure error for 2-arc-second star-tracker.
6. Total temperature error for 2-arc-second star-tracker.
7. Total pressure error for b-arc-second star-tracker.
8. Total temperature error for U4-arc-second star-tracker.
9. Geometry of refraction.
10. Variation of refraction angle and ray height for rays of differ-
ent wavelength incident upon an orbiting satellite (constant 0).
11. Intensity reduction due to differential refraction.
12. Effective black body radiating temperature as a function of
stellar type.
1%3. Average spectral sensitivity characteristics of typical photo-
tubes.
14. Ozone_absorption coefficient as a function of wavelength, from
Allen.
15. A "standard” density distribution for ozone. The solid cugve
\ . shows a "standard” density for ozone proposed by Altshuler
It corresponds to 0.229 atm-cm of ozone in a vertical column.
The dashed curve represents the analytical fit with the pa-
rameters wp, yp, and h as indicated.
16. Intensity reduction due to differential refraction in an

isothermal atmsophere.

Page
12

13
14

15
16

17

18
19

23

ol

27

34

36

4o

i

Lo



Figure

17. Intensity reduction due to molecular scattering in an isothermal
atmosphere.,

18. 1Intensity reduction due to ozone absorption; standard ozone
distribution.

19. Energy distribution and center of gravity for photocathode
images at tangent ray heights 40 km-20km in an isothermal
atmosphere (S5-20 response).

20, Energy distribution and center of gravity for photocathode
images at tangent ray heights 25 km-15 km in an isothermal
atmosphere (S-20 response).

2l. Energy distribution and center of gravity for photocathode
images at tangent ray heights 10 km-5 km in an isothermal
atmosphere (S-20 response).

22. Energy distribution and center of gravity for photocathode
images at tangent ray heights 40 km-35 km in an isothermal
atmosphere (S-1 response).

23, Energy distribution and center of gravity for photocathode
images at tangent ray heights 30 km-25 km in an isothermal
atmosphere (S-1 response).

2Lk, Energy distribution and center of gravity for photocathode
images at tangent ray heights 20 km-15 km in an isothermal
atmosphere (S-1 response).

25. Energy distribution and center of gravity for photocathode
images at tangent ray heights 10 km-5 km in an isothermal
atmosphere (S-1 response).

26. Image center of gravity shift of photocathode during scan,
isothermal atmosphere.

27. Photocathode magnitude as a function of tangent ray height.

28. Magnitude of energy output of photocathode for various tan-
gent ray heights.

29. Spectral response of the Westinghouse Experimental S-20.

LIST OF FIGURES (Continued)

vi

Page

Lz

Ly

L5

L6

L7

L8

k9

50

51

53
54

25
6l



LIST OF FIGURES (Continued)

Figure

30.

31.

32,

55-

3k,

35

36.

37

39.

Lo.
ha,

Lo,

Energy distribution and center of gravity for photocathode
images at tangent ray heights 40 km-30 km in the analytic
model atmosphere (S-20 response).

Energy distribution and center of gravity for photocathode
images at tangent ray heights 25 km-15 km in the analytic
model atmosphere (S-20 response).

Energy distribution and center of gravity for photocathode
images at tangent ray heights 10 km and 5 km in the analytic
model atmosphere (S-20 response).

Shifting of photocathode image center of gravity during scan
by the S-20 and Westinghouse Experimental S-20, for the
analytic model atmosphere.

Intensity reduction due to differential refraction in an
analytic model atmosphere,

Intensity reduction due to molecular scattering in an analytic
model atmosphere.

Height difference between base ray A, and ray corresponding
to wavelength A for various tangent ray heights in the analytic
model atmosphere.

Photocathode magnitude as a function of tangent ray height
for the S-20 and Westinghouse Experimental S-20. The initial
photocathode magnitude of +1.0 is arbitrarily assigned equal
to +1.0 vigual magnitude. The spectral type is GO.

Airglow layer as seen from space.

Vertical distribution of night-airglow intensity for the

5577 R oxygen em%ssion and for the green continuum emission
sampled at 5420 A., from Koomen et gl.ll

Typical night sky spectral energy distribution.

Geometry of airglow emission.

[+
Airglow intensity near 5400 A due to continuum emission, as
viewed from a satellite at 1100 km.

vii

Page

65

66

67

68

69

70

71

72

79

80
81

83

84



LIST OF FIGURE (Concluded)

Figure

4z, Airglow intensity ratio due to continuum emission.

4L, Ceometry of occultation for a given satellite azimuth angle.

45. Refraction occurring in the 8, S¥, r plane and the projection
of the refraction vector on ihe r and 5* coordinatces.

46. Change in azimuth and elevation angles of a star tracker during
occultation of stars at various azimuth angles.

47. Time to occult as a function of azimuth angle and tangent ray
height.

48, South American airline routes for which cloud type and cloud
altitude data were available.

49, Vertical distribution of cloud observations for the latitudinal
zones indicated. The number of reports taken in daylight is
shown by "N."

50. Seasonal variation of reported cloudiness related to altitude
and latitude zones.

51. Comparison of daytime and nighttime cloud frequencies over the

latitudinal zones indicated. "N'" is the number of cloud reports.

viii

Page
85

90

\O
no

95

96

98

99

100

102




THE UNIVERSITY OF MICHIGAN PROJECT PERSONNEL

Both Full and Part Time

Childs, David L., B.S.E., Assistant in Research

Fischbach, Frederick F., M.S5., Project Supervisor
Gallaher, Helen C., Secretary

Graves, Maurice E., S.M., Assistant Research Meteorologist
Hays, Paul B., Ph.D., Associate Research Engineer

Jones, Leslie M., B.S.E., Laboratory Director

Kuehnlein, Margie S., Secretary

Roble, Raymond G., M.S.E., Research Associate

Wescott, John W., M.S.E.E. Associate Research Engineer

ix



The
ments of
pressure
enabling
pressure

ABSTRACT

2977 4

technique for deducing atmospheric structure from satellite measure-
refracted starlight is critically examined by relating errors in

and temperature to equipment errors. Graphical results are presented,
the evaluation of star-tracking accuracy required to meet any given
or temperature accuracy. Rigorous analyses of starlight transmission

through the atmosphere and background sky brightness are reported, enabling
the calculation of star-tracker signal-to-noise ratios and completing the
specifications necessary to a design.
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Results of a preliminary cloud cover analysis are included.
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I. INTRODUCTION

A feasibility study of satellite measurements of starlight refraction to
deduce atmospheric parameters was begun in 1961. This report is the fourth in
a series which describes the progress of the study.

The first report gave a broad outline of the technique and a statement of
several problem areas and suggested solutions. In the second report an attempt
was made again to describe fully the technique and to include the results of all
analyses made to the date of publication. The report was intended to replace
the first and not to supplement it.

Shortly after the second report was printed, an analytic solution was found
to the equation expressing the density function in terms of a refraction scan.
This solution had such signal importance to the ultimate feasibility of the tech-
nique that it was described in a brief third report. The analytic inversion
enabled a complete, definitive error analysis and an actual data-processing
method to be written.

The present report gives the results of several analyses conducted since
those reports. Specifically, a complete error analysis is presented, linking
star-tracking accuracies with pressure and temperature errors. Also funda-
mental to star-tracker design is the required sensitivity, a function of signal-
to-noise ratio. For this reason studies of starlight transmission and sky
background intensities were made. Since clouds constitute an important limi-
tation to the technique, a section is devoted to that problem. Occultation
geometry was reexamined rigorously and some changes from the results given in
the second report are noted.

Generally, the studies were undertaken to develop specifications for the
gpacecraft, thus reducing the question of the technique's feasibility to one
of determining whether or not the engineering state-of-the-art is such that
the requirements can be met. That determination will be the next focus of
effort. Hopefully, a preliminary spacecraft design will emerge.



IT. AN ANALYSIS OF ERRORS

One of the most vital analyses in the feasibility study is that of the
propagation of errors through the data-reduction process. The result of such
an error study will be the determination of the errors in the meteorological
parameters, density, pressure, and temperature, as functions of the errors in
the data-gathering equipment. These functions may then be used in either of
two ways: knowledge of maximum acceptable errors in the meteorological param-
eters enables a specification of the required equipment accuracy, or knowledge
of the errors in proposed equipment is sufficient to determine the errors in
the meteorological parameters.

In the current study, the former approach is used: the required meteor-
logical accuracies will determine equipment specifications. Feasibility of the
refraction technique will then depend on the ability to meet these specifi-
cations.

Errors have been analyzed by two methods: +the first method will be
referred to as "theoretical,” the second method as "numerical.” The theo-
retical method involves the introduction of an error to the refraction angles
which, aided by certain simplifying assumptions, can be propagated analytically
to produce an error in the retrieved densities. The error in retrieved
densities is also analyzed as a function of data frequency. Pressure and temper-
ature errors as functions of density errors are also computed.

The numerical error analysis involves the simulation of actual satellite
data. A set of correct refraction values for an arbitrary atmosphere is
computed and subjected to a random scatter of some known standard deviation.
The scattered refraction angles are fed to the data processing program, and
the atmospheric densities, pressures, and temperatures computed. These
computed values are then compared with the original atmosphere to obtain the
errors. This process is repeated with several randomly scattered sets of
refraction angles having the same standard deviation to establish an rms error.

The entire procedure is repeated for other values of standard deviation
and for several data rates. Thus the output yields pressure, temperature, and
density errors as functions of star-tracker error and information rate. The
numerical analysis requires and uses the exact data reduction scheme.

The results of the two types of analysis may be compared, with the theo-
retical analysis serving as a guide to the efficacy of the numerical analysis.
Since the numerical error analysis is based on the actual data-processing
method to be used, it should be regarded as most important; it is not only a
demonstration of how data may easily be processed in the time required, but is
likewise a proof of the correctness of the inversion from refraction to the
meteorological parameters.



A. THEORETICAL ERROR ANALYSIS

The basic inversion relation used to recover density from refraction angle
data was given by Hays and Fischbach8:

fai_:.L_ILJ2+o ]+...,

where 1 is the impact parameter measured by the satellite:
N = r sin z

In the general situstion the refraction angle data will be obtained as a number
of discrete data points (Ri, ni) which must be incorporated in a numerical
integration scheme in order to obtain the density data. That is,

where the functions fij depend upon the specific data reduction scheme.

Since the actual data obtained from the satellite measuring device will
be in error, the densities will be in error by the amount

where the first term represents the error due to scatter and the last term is
due to truncation. The scattering of the refraction angle measurements is a
result of two sources: first, the actual measurement of refraction angle is
in error; second, the impact parameter m is obtained from R; and conse-
quently is also in error. Tor the purposes of the error analysis one can
combine these effects in a single error in the refraction angle such that
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where BRi is the error in the measured value of the refraction angle, and z the
zenith angle.

This information can now be used statistically to determine the rms error
in density resulting from a given rms instrument error. It is easily shown that
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Here ®Ry is the rms instrument angular error which is in general independent of
n. For the situation where Ry varies exponentially, By = Rgexp [-(ny-1n5)/H]

—-—5 A_ r
"JARi = ‘JaRi 1+RiH—S(l - ni/re) 1/z ,

where H is the scale height of the refraction angle and rg the satellite distance
from the center of the earth.

A.1 Computational Procedure

Since the refraction angle is a nearly exponential function one can reason-
ably reduce the refraction data by using an exponential approximation between
points:

Ny <N SNia -
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letting Iijstand for the integral. But in the case wherein Ry is in error this
can be written as the linear relation
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where second-order terms are neglected.

The latter portion of this relation can be written as

o0
po. = L jz
nk

i=]
where
N -ai(ﬂj'ﬂi> /2
Cij = ]'[k( - ) S 1/2 <n.+l-n. - L) eI‘f La (T] +l )]
1517 foy(ngtng)] S R 14171

y 1/2 1/2

R, MNeoq=Ns Ny =N,

i+l f i+l 1 1 J
-erf [oy(ny-n;)] + ( >- - ( )

iRy N mytng Qi \ M3ty

11



+

R -3 1(n3-n5_1)
1-5ij JE(.%EE) e 1-1417 -1 1
1
* ”j'“i-l)

wk(ny-n5_1) 1/2 20
[ai-1(ni-1+n3)] i-1

1/2

Eerf [Oli_l(ni-nj)]l/z - erf [Oti_l(ni_l-nj)]l/zj+(Ri"1) 1 ]ni-l-li)

Ry /oy 1\Ni-11Nj

1/2
) l ( ni-nj ) ’
Qi1 \Mi.1703

2 2
-t
where erf (x) =JF—-\/; dt and aij is the Kronecker Delta Function.
g
o)

X

A.2 Pressure and Temperature

The pressure and temperature are determined directly from the density data,
and thus an estimation of the rms error for these quantities is easily determined.
Pressure is obtained by direct integration of the hydrostatic equation

hp
P = L/\g pdh + By
g = gravity, h
h, = height of topmost point,
Pm = pressure at topmost point,

which can be written for numerical analysis as
m
Pk - j{: Djk pj + Pm .
J=k
The same procedure used in the last section may now be employed to obtain values

for Djk' For an atmosphere in which p varies nearly exponentially, one can inter-
polate between data points by the exponential expression

Bi+1 Pi+ DRI
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Introducing this relation into the hydrostatic equation and neglecting second-
order quantities gives

m
AP, = ZDJK Moy + APy
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Finally, since the temperature is related to density and pressure through the
equation of state, one can write

and for small errors

m

‘ AP
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Notice that either a value for P or T may be chosen at the topmost point, since
the density is known, and thus



B. NUMERICAL ERROR ANALYSIS

The numerical error analysis consists first of selecting an arbitrary atmo-
sphere and calculating precisely the refraction angles which would be measured
by a satellite star-tracker during an occultation. Random errors of specified
standard deviations are introduced into the angles, simulating the random errors to
be encountered in the actual data. These data are then processed by the com-
puterized data-reduction program which primarily is a guadraturc of the integral
equation inverting refraction angles to densities. The program calculates pres-
sures and temperatures as well as densities. (The error due to initial pressure
or temperature is independent and added later.) To obtain the error, the re-
trieved pressures, temperatures, and densities are compared with the arbitrary
atmosphere.

In order to specify a meaningful rms error, several sets of randomly
scattered refraction angles are used for each set of parameters. Two parameters
are varied: the standard deviation of angular errors. and the height interval
between refraction angles, i.e., data frequency.

The rms errors obtained in this manner have special significance because
they represent errors in measurements actually obtained by an operational data-
processing scheme. Moreover, the computations are carried out in less time
than the simulated occultations would require, a necessity for an operational
method.

B.1 Selecting an Arbitrary Atmosphere

Typical atmospheric models are designed to give average conditions, usually
with temperature gradient discontinuities, and do not attempt to represent the
real atmosphere at any given instant. We have chosen therefore to work with
the analytic model atmosphere of Ref. 10, which is based on a continuous density
function, and perhaps resembles more closely the atmosphere at some given time
and place. (The "correctness” of the model is not an issue; any arbitrary
choice would suffice.) Several difficulties arise in its use, however, most
important of which is lack of precision, the tabular values being given to
only four places. We therefore use as our standard. or input arbitrary atmo-
sphere, values derived as follows:

Densitz.

The model atmosphere tabular values.of "logyge, given at 2-km intervalc
from O to 90 km and at 4-, 2-, l-km intervals (9L, 96, 100, 10i, 106, 110,
etc.) from 90 to 200 km to four significant figures, are assumed cxact. For



intermediate values, the IBM 7090 was used to carry out a fifth-order Lagrangian
interpolation with these results considered exact. The actual standard, then,
is logjpp, and exponentiation is required to obtain density.

Pressure.

After obtaining exact values of density as described above at O0.l-km
intervals from O to 200 km, the pressure "standard" is obtained by integration
downward at O.l-km intervals, with an assumed exact pressure of 1.56OOX10'5
dynes/cm2 at 200 km. The guadrature used is:

h;
[ o(h)g(h)anh = .1 [.-O(hl)g(hl) - p(hl-.l)g(hl—.l}
. in I:D(hl)g(hl] -lnED(hl-.l)g(hl-.lz]

hy-.1

200
P(h) = P(200) +k/\p(h)g(h)dh
h

6371 \2 o _
Gravity is assumed exactly g(h) - 9.80665 1+ h m/sec=. For intermediate

1 +
values the IBM 7090 subroutine with fifth-orggr interpolation, is considered
exact.

Temperature.

The "standard" for temperature is obtained at any altitude from the density
and pressure standards.

=
I

o I+
>

9=
.

where M is the molecular weight and R the universal gas constant. M is ordinari-
ly considered to vary with altitude above 90 km. If M is treated as a constant,
then the derived temperatures are called molecular-scale temperatures. They will
be ldentical with kinetic temperatures below 90 km. Since our technique will
never yield temperatures above this altitude, we chose M = 28.966 and used
molecular scale temperature throughout, referring only to "temperature." The
units employed are grams/cm3, dynes/cm2, and °K, thus:

T = P/p X 3.48%3 X 1071 .



The foregoing constitutes the standard arbitrary atmosphere which will
be the input to the error analysis scheme. It is intended to be representative
of conditions on some mid-latitude night.

B.2 Calculation of Refraction Angle

Given the arbitrary atmosphere above, the next step is to calculate the
exact refraction angle of a star's light ray which passes horizontally through
the atmosphere and i1s tangent to it at a height, h, above the surface.

The refraction computation is done on an IBM
to five significant figures.

(4070 10 T S P Ty oy 2o arn
7090 computer and is accurate

To economize in the computation of refraction angle, which is expensive due
to the small integration steps required for precision, the computation will be
limited to every 1/2 km of tangent ray height. For intermediate points the IBM
7090 subroutine with fifth-order interpolation is used. The accuracy of this
interpolation was checked by comparison with the integration at several points
and was identical to within .002%.

B.3 Introduction of Error

Our technique is presumed to utilize a star-tracker which basically measures
refraction angle as a function of time. Time errors can be made equivalent to
refraction angle errors; thus refraction angle errors alone may be used to
specify precision. Equally important, in star-tracking as well as in data
reduction, is the frequency with which refraction can be measured. Generally
speaking, in star-tracker design a trade-off between accuracy and frequency of
observation may be made.

Thus our error analysis consists of varying two parameters: the rms value
of refraction angle error, and the frequency of measurement. Additionally,
several different randomly scattered scans are required for every case in order
to show the error bandwidth, rather than the error in a single retrieval, which
might be unusually large or small.

We then take the correct interpolated values of refraction angle and
subject them to a Gaussian scatter in which the standard deviation may be
specified. These sets of refraction angles constitute the simulated data.

B.4 Retrieval of Atmospheric Parameters
While the error analysis proper consists of a variation in standard
deviation of scattered refraction angles, a variation of refraction angle

frequency, each with a number of random scans to determine the error bandwidth,
several determinations must be made within the retrieval program, some of which

10



also require a variation of parameters.

Of these, the first is determination of integration interval size. After
testing the errors with various amounts of scatter, various refraction angle
data frequencies, and varying integration intervals, we concluded that the
interval should be approximately the size of the input refraction angle intervals.
Smaller intervals become expensive with virtually no improvement in accuracy;
larger intervals cause loss of precision.

Second is a determination of the character of the refraction angle scatter
to be introduced. A Gaussian scatter was chosen and modified such that any
point in error more than %-sigma was rejected and another point selected to
replace it. This is a more severe criterion than Chauvenet's, for example, but
one in keeping with the physical situation actually involved.

Third, again regarding the scattered refraction angle input data, a determi-
nation must be made of the initial, or upper, altitude. It is manifestly uneco-
nomical to allow the star-tracker to dwell on a star long before significant
refraction begins. Yet at whatever altitude we choose to begin the refraction
scan, some refractive atmosphere lies above and will be neglected, thus making
our computed densities slightly low.

Fourth, consider scattered refraction angles. If the standard deviation
of scatter is U4 arc-seconds, say, and we are observing a ray with tangent
height of about 50 km where refraction equals 3 arc-seconds, our data will con-
tain several negative refraction angles. Our retrieval program is not pre-
pared to cope with them; therefore, we arbitrarily change their value to zero.
This introduces a slight positive error into the computed densities.

Since our third problem, truncation of the data, introduces a slight negative
skew to the densities, and the fourth problem, negative refraction angles changed
to zero, introduces a slight positive skew to the densities, our technique is
to pit these two effects against each other and attempt to make them cancel.

To accomplish this, several random scans were retrieved in which the parameter,
QM, was varied: QM is the number of refraction angles, reading upward in the
scan, which are negative prior to truncation. Thus when QM = O, truncation
occurs at the first negative refraction angle; hence none is changed to zero
and a considerable portion of the refraction is truncated giving a negative
skew. When QM is greater than the number of negative refraction angles in the
entire scan carried to extreme altitudes (200 km for our cases), then all nega-
tives become O, the truncated portion is entirely negligible, and a positive
skew is realized. These two limiting cases were tested, as well as several
values in between with various amounts of scatter. The optimum value of QM
appeared to be about 6 for the several scans tested. However, the most im-
portant result was the fact that at 40 km and below, the entire band bounded
by the limiting values of QM was considerably smaller than the band caused
only by randomness of the scans with all parameters equal. This is taken as
proof that the choice of QM is essentially unimportant; hence QM = 6 is to be
used without concern.

11
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Fig. 1 Density error due to star-tracker error.
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Fig. 2 Pressure error due to star-tracker error.
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Temperature Error per Arc Second Error
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Fig. 3 Temperature error due to star-tracker error.
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Relative Error ( Arbitrary Units)
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Fig. 5 Total pressure error for 2-arc-second star-tracker.
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Fifth, after densities are obtained, a choice of altitude to begin pressure
integration must be made. Here, our procedure entails an estimate of pressure
at the initial altitude and the use of calculated densities to integrate downwards.
The initial error is soon overcome by the exponentially increasing pressure.
However, if density data are badly scattered at the upper end, it is better to
begin by estimating pressure at a lower altitude. Experience indicates the
optimum initial point, which varies somewhat with different amounts of scatter.

C. RESUITS

The results of both analyses are shown in Fig. 1-8. Figures 1, 2, and 3
show the results of the numerical analysis, with each symbol representing the
rms error of 6 scans. The errors have been normalized to one arc-second rms
star-tracking error. The mixing of the symbols in Fig. 1 and 3 shows the line-
arity of errors with rms star-tracking errors. While some nonlinearity exists
in the pressure results of Fig. 2 (evidenced by the lines of symbols of the
same type), as a general statement we may conclude that: In the range from .5
to 8 arc-seconds, the errors in pressure, temperature, and density are pro-
portional to the rms tracking error; the magnitude of these errors is strongly
dependent on height and corresponds closely with the theoretical results in
density and temperature, bubt not so closely with results in pressure.

Figure 4 shows the effect of variations in data rate. Errors in density
and temperature vary as the square root of the distance between observations,
while errors in pressure vary directly with this distance. The results in
Fig. 4 are from the theoretical analysis.

Figures 5 through 8 show the errors in pressure and temperature which
would result with star-trackers of 2- and L-arc-seconds rms error. The error
in initial pressure estimation at LO km is assumed to be 5% rms and is shown
along with the error due to star-tracker error. The root-mean-square sum of
these two errors then represents the total error of the system (excluding the
height error associated with satellite tracking, which is considered elsewhere).
Figures 5 through 8 are based on the actual results of data reduction, and
not on the theoretical analysis, which would have reduced the pressure errors
considerably.
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ITI. AN ANALYSIS OF EXTINCTION EFFECTS

A. ISOTHERMAL ATMOSPHERE

The atmospheric extinction of stellar radiation by an isothermal atmosphere,
and the resulting image energy distribution on a photocathode in an orbiting
satellite, was examined for various tangent ray helghts during occultation.
Several factors contribute to the overall effect of extinction, namely, atmospheric
dispersion due to differential refraction, molecular scattering, ozone absorption,
Mie scattering, and water vapor scattering. In this analysis, only differential
refraction, molecular scattering, and ozone absorption for an assumed ozone distri-
bution are considered; Mie scattering and water vapor scattering are deferred
until more data concerning their distribution can be obtained. In addition, the
effect of star type, visual magnitude, and photocathode material characteristics
are considered in order to examine the energy distribution on the photocathode
image.

The geometry of a refracted ray is shown in Fig. 9. From the Dale and
Gladstone Law, the density is related to the refractive index of air by

n-1 = ko ; (1)

k is a constant which depends upon wavelength alone and can be expressed by

0.58
k = |:77.6 + —Lb’] R, (2)
\2
where R = universal gas constant
millibar - m°>

kg - K

A

wavelength in microns.

Reference 1 shows that the refraction angle Rg of a ray of wavelength A, passing
through an isothermal atmosphere to an orbiting satellite with a tangent ray
height of hy can be approximated by the relation

-h~/H n(r.+h,)
Ry = 2koope o/ ——ZEL , (3)
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where P, = density at ground level, (kg/m3),
H = Scale Height of the isothermal atmosphere (km),
ro = radius of the earth, 6371 km.

The angle O in Figure 9 can be represented from the geometry by

r +h +b
- R
G=£+Rc-sinl|—_.eT°_.cos S/g‘ )
2 ” L Ts —
and (L)
(r_+h )p
e 0’0
b = ———— - (rgthy) ,
cos Rg/2

as shown 1n Ref. 2. © can further be reduced to yield

& = L + R -sin™ Ere+ho)(kopo +1)J , (5)

IS]

where

Py = pbe_hO/H,density at tangent ray height, hg,
for an isothermal atmosphere (kg/mS),

Mo = index of refraction at tangent ray height,

rs = orbital radius of the satellite (km) .

To measure the dispersion of stellar radiation for an image appearing at
the satellite, one must measure the change in refraction angle as a function
of wavelength. The variation of refraction angle with wavelength and tangent
ray height is shown in Fig. 10. FEach beam incident upon the satellite is
composed of a pencill covering a range of tangent heights within the atmosphere
rather than a single tangent ray height. Rays of short wavelength will have
a higher tangent ray height, h,,, since they experience a greater refraction
than rays of longer wavelength. If some intermediate wavelength 1s chosen as
the standard, say Ay, corresponding to a tangent ray height hy, then rays of
longer wavelength will have a lower tangent ray height, and the opposite holds
for rays of shorter wavelength. The height spread can be controlled by selecting
a proper wavelength band in measuring the amount of stellar refraction, thereby
giving the density over a narrow tangency range.
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The variation of refraction angle as a function of wavelength of rays
incident upon the orbiting satellite may be obtained by an expansion about
the point, h,, for a constant 8 as,

R (16,h) = Re(lpho) + oos| s+ ... , (6)

3k 18

neglecting higher order terms. Since Rg = f(k,h), and 6 = g(k,h), the
derivative (ORg)/(dk)/qy is a derivative of implicit functions and can be
expressed as

EEE = éEE - éfi . ?ffékiﬁ ; (7
ok le ok |h oh 1k ae/ahlk

and for an isothermal atmosphere this can be expressed analytically as

dRg
3k

oo | nro‘ ) 2nkopo H-2ro
] ° N oH H r H

o)

r
JTI‘O OpO

i ot \lrsz'[ro(kopo+l)]2'
r ko (8)

2k w _ k. po +1 - 200
P H 2ro:] ] o Po H
H NBrroH N2l (k o t1) 17

Therefore, by substituting Egs. (3) and (8) into Eq. (6) the amount of dis-
persion can be measured in terms of the variation of refraction angle as a
function of wavelength.

2p
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To examine the character of the radiation coming through the atmosphere,
one must determine the distribution of energy over the image formed by differential’
refraction. The energy distribution can be determined by examining the stellar
radiation characteristics and the various extinction processes as a function of
wavelength and relating the energy at a given wavelength to the refraction angle
at that wavelength, thereby giving the image which would be formed by an ideal
sensor located on an orbiting satellite. The output characteristics of an non-
ideal phototube will be examined later. Since the extinction processes are
differential refraction, molecular scattering, and ozone absorption, and the
intensity of incoming radiation is dependent upon the type of star being considered
and its visual magnitude, each effect will be examined separately and then com-
bined to give the integrated effect.

From the geometry shown in Fig. 11, the intensity reduction of stellar radi-
ation due to differentisl refraction can be expressed as

I dAO ry %r _ _ 1 (
I A <§) L v - SR/ R.. ’ 9)
o Y (1-D  8/3n) (1-D ?§)
where D = rg sin 8 (as seen from Figure 9)
R ~
(1-D =) ~1.0; —£ <<1.; r=rg
r T

For an isothermal atmosphere, the intensity reduction due to differential re-
fraction can be expressed as

(10)

HlH

= Y(kg,hp) = L :
(e}
D |anrg
[ B ]

An expansion similar to that used for the refraction aﬁéle may be obtained
for the intensity reduction due to differential refraction as a function of the
wavelength and is

W(k:h) = W(ko:ho) + éil Ak + ... (ll)
ok le

Likewise, since ¥ = h(k,h) and © = g(k,h), the derivative again involves implicit
functions and can be represented as
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| _ oy . 2y %ek[n (12)
okle oklh ohlk ae/
dhlk
For an isothermal atmosphere the derivative is
[
D, -gﬂro kDoy | 2nrg
V| H oN'H . H2 H
ok [ D Qﬂro Z D 2nr 2
1+ =2 KoP0 E n ° kopgl
H N H H
T r.p
2po ) _ oo
2H > .
rS = [ro(kopo+l)1
ToKoPo (13)
+] - —
2kopon H_Qro_] ) koo, tl T
H Frrofl =
o H
o -J \'rg -[r (kg p,1) ]

Now, by substituting Eqgs. (10) and (13) into Eq. (11), the intensity reduction
due to differential refraction can be determined as a function of wavelength
for a given tangent ray height.

The intensity reduction due to molecular scattering depends upon the

scattering coefficient and ray path through the atmosphere and can be expressed
as

[00]
I
—_ = exp [- eds] y (lu)
IO S ~00
where dgy = element of path through the atmosphere,
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3

21
scattering coefficient 2 (p - 1)? s
3nA\%

particles/cm3 .

m
il

jn]
il

Since the beam consists of many rays which must pass through a point at
the satellite, rays of different wavelength travel at different tangent ray
heights within the atmosphere, viz., above hy for A < %o’ and below h, for
A > Ao+ Therefore, when considering the intensity reduction due to molecular
scattering care must be taken to insure that the proper ray path is used when
evaluating the integral in Eq. (14). The tangent height for a ray of wave-
length A can be determined by

hy = hg +Ah , (15)

where hgp = tangent ray height of a ray having a wavelength Agy. Ah may be
obtained by solving the Taylor series expansion in two variables

2
OR 3R 3R
Rs(k,h) = R (k,,hy) + —| ok + —E| An + S Ak Ah+...
ok |n oh |k okoh
(16)
Neglecting higher order terms and solving,
oR
Ry(k,h) - Rg(ky,hy) - —2| 2k
An = Ok In (17)
ORg
oh |k
Since Rs(k,h) can also be expressed by Eq. (6),
| o %
Ok 18 ok |h Sk
Ah = ={ — Jak . (18)
R, 2
dn Ik oh
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For an isothermal atmosphere the change in height may be expressed as

— -
, T r'oPg
Po T 2 =l
oH Qrs - [r(kopo +1)]
Ah = - < > bk (19)
2k 7 p k o +1 395989____
O o) H—QI‘O—' _ Opo - H
H Bnr H l 2 14 ¢ ) ?l
L SR NTs '»rs\kopo+l,] B

Since nm = p and, using the Dale and Gladstone lLaw, kp = p-1, Eq. (14) may
be written as

I(X) - (- 2n3 2
[}E_{] . exp. [ %XZ—. k2 m k/_;pds] . (20)

The integral for an isothermal atmosphere can be approximated by neglect-
ing curvature effects due to refraction and

where r; ret hy o,

-h,/H
p1 = density at h; = Ppe l/ .

Therefore, the intensity reduction due to molecular scattering may be expressed

by
s |32 a0 (or, ) [EETe TTH/E
[1(1%] - e E“ "R ) (20)
S

0]
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Finally, by replacing

4.808 X 10_26/kg molecule of air,

m =
- 3

k = [221.051 + 1.66%/A%] X 10 6, ("%/xg),
h = height (km),
H = scale height (km),
A = wavelength (microns),

. . _ kg/ 3
P, = density of isothermal atmosphere at ground level ( /m ),

Eq. (22) may be written as

Z\*

pp (2(rethy) + H) \ — e_hl/H .07 (23)
2(re+h1)

The intensity reduction due to ozone absorption depends upon the vertical
distribution of ozone within the atmosphere, which varies with time. However,
by using the standard density distribution for ozone, as proposed by Altshuler
for uniform layers around the earth (shown in Fig. 15), one can determine the
effect of ozone absorption for a grazing ray. The intensity reduction due to
ozone absorption can be expressed by

2
[&I)\—)-:] = exp EE . 4.808 (221.051 + l—f\gz )
ods

I(A) _ e-k03(7\) fposds e - e-kos(%)-[Moa]hl (21)
I Jo -
3

An snalytical function which closely approximates the ozone density distribution
over the altitude range of interest 1s given in Ref. 2 by

o %R exp(y-yp)/h , (25)

3 [1 + exp(y-yp)/nl®
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where Wps Yps and h are adjusted constants used to fit the particular ozone
distribution under consideration. With this ozone density distribution, one
can now integrate along a grazing ray path in order to determine the mass of

ozone corresponding to a path having a tangent ray height of h,.

The integral
can be represented by

oo}

0 [}
“- po _rdr
Mo = /pposds =\/hpo dx = 2 /ﬂ —_—a . (26)
3 \_w = 3 \rl ‘lrz- rl2'
Using a linear interpolation for density values,
n - P
i+l i
p = py t (r - ry) (27)
1417 T
The integral can be expressed as
Pi+17Py
riq |03t T (rery)|rar
r., -
+1 71
Mo, = 2 : , o (28)
3 2 2
i=o Ti ro-Tr
letting
P, 1P,
+1
i i _ B:
141771
then,
00 T,

Ti+1
I‘Edr :l
By Jf . (29)
.. lrz_rlz'

1

Evaluating the integrals, the ozone mass for a grazing ray having a tangent
height h; is expressed as
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2 2 2
i+l > e 2! Tq i+1 i+1”
+ B T, -r, - —= . - Ty + — lo
i o i+l o 1 2 . 2 .2
. R
1
(30)

The stellar radiation intensity IO(K,T) is a function of the stellar type
and the star's magnitude, My. The energy distribution per wavelength can be
obtained by assuming that the star radiates as a black body at an effective
temperature which depends upon the stellar type (i.e., Type G-0, 595OOK). A
curve relating the effective radiating temperature to the stellar type for
stars on the main sequence is shown in Fig. 12. The magnitude of the radiation
above the atmosphere can be related to the visual magnitude by the following
expression as given in Allen™:

I = e
o)

-(0.921 My + 19.3875) watts
| ( , (31)

2 o
cm©-A

where My = visual magnitude of the star at a wavelength Ay = 0.55. The magnitude
of the energy can now be expressed in watts/cm2 - 4 as a function of wavelength,
and effective radiating temperature by

. 10-3 )

A° - 1.4%8
( A, T 1074 ) (3z2)
e

1.438
-(0.921 M, + 19.3875) Az . 7\-'-1".-10'4_l

B

IO(X,T) = e

-1

where Ao = 0.55, A = wavelength of ray considered, and T = effective radiat-
ing temperature (OK). The energy in watts/cmgsp received at the optical system
of the satellite can now be expressed as
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Io(A,T) « W(A) E(—M - [KIM] . (33)
(e} S Q O‘,3

To determine the output of a typical photocathode, the material character-
istics of the photocathode must also be integrated into the analysis. The
spectral response of several photocathodes is shown in Fig. 13 as a function
of wavelength. Therefore, the output of the photocathode in milliamps /cmg-p
can be expressed by multiplying the intensity reduction factors by the photo-
cathode and star characteristics to yield

g% = I (A,T) . ¥(N). [%%i%]s - [;%Al - P, (34)

o do.
3

where P = photocathode characteristic obtained from Fig. 13 (milliamps/watt).

The total energy output of the photocathode expressed in milliamps/cm2 is
obtained by integrating Eq.(34) over all wavelengths to yield

E =f—Ed7\ . (35)

Q |/
>

However, since it is the energy distribution within the image that is of concern,
one must obtain the energy distribution as a function of the difference in re-
fraction angle from Rg(Ag):

ARS = Rs(%) = RS(}\O) . (56)
Therefore,
B _ B M, 1
OARg 0N Ok  ORg
ok &
(37)
_ Nt E 1
3.327164 3\  ORg
ok le
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and the total energy is again the integral over all refraction angle differences:

E = \/p o 4 (ARg) = -k/h OF an . (38)
—00 BARS (] -)\

The center of gravity of the photocathode image is important since it will
be used to determine the refraction angle of the star. Thus, once the center
of gravity is located, its wavelength can be used to determine the tangent ray
height at which the density is determined from the inversion process. The center
of gravity can be determined from

OE
AR, - a( AR
— kl; ®  3Re (8s)
ARS = - (59)
E 4 (ARy)
-0 OARg

The center of gravity of the image is a function of tangent ray height, ho,
and will most likely shift in position as the star occcults.

The refraction angle corresponding to the center of gravity is therefore

Rg Rg(ko) + ARg (40)
Also,
- OoR
Rs = Re(ko) + —| Ik . (41)
ok 10

Therefore, Ak may be expressed in two ways by
R, - Rs(ko)

aRsl
ok 16

~— -6, 1 1
and Ak = 1.6636 X 10 ~ ( 5= - i;g)- (43)

The wavelength of the center of gravity may be determined from
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(0]
— (Lh)
%02 Ak

>
i

¥ 1.6636 X 10'6

The tangent ray height of this wavelength will differ from the tangent ray
height of the base ray Ay by

-
. ‘n ' ToPo
0
— ° ql'é ol kopotl) ]2 —

P
2kon %o [:H -ar, i Kypotl - _Elé%ll
p=4
drs = [I‘ (kopo )]

(45)

The tangent ray height corresponding to the image center of gravity at wave-
length A is

hy = hg + Ah (46)

If the characteristics of a star having a visual magnitude of + 1.0 and
the photocathode characteristics are integrated over the wavelength band under
consideration, the results can be arbitrarily defined as a photocathode magnitude
of + 1.0. In this manner a decrease of photocathode magnitude as the star is
being occulted can be expressed by

o0}
Z:IO(A,T) +P - aA
Mé(h) = M + lOglO ‘% P) (47)
OE(h) an
O
where
M; = 1initial photocathode magnitude above the atmosphere,
P = photocathode characteristics,
Mz = photocathode magnitude at a given height viewed through

the atmosphere.
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The photocathode magnitude is a function of the tangent ray height as the star
sets in the atmosphere, and i1t gives a measure of the effect of overall extinction
processes at various tangent ray heights.

Results

The analysis was performed on an isothermal atmosphere having a scale height,
H,of 6.406 km, and a density at 10 km equal to the standard atmospheric density
at 10 km. This yielded a ground level density of 1.99 kg/ms. Other parameters
used are

radius of the earth, (rg) — 6371 km

radius of the orbiting satellite, (rs) — 7471 km

base wavelength, (Ay) —_ 0.7 u

tangent ray heights, (hg) — 5, 10, . . ., 40 km
star visual magnitude, (M) — +1.0 at Ay = 0.55
star type — GO

star effective black body temperature — 595OOK
photocathodes — S5-20 and S-1

The ozone absorption coefficient is shown in Fig. 14 as a function of
wvavelength, and the assumed atmospheric ozone distribution is shown in Fig.
15. With these parameters, the effect of differential refraction on the
radiation intensity reduction is shown in Fig. 16. The intensity reduction
due to molecular scattering within the atmosphere is shown in Fig. 17 for
the various wavelengths. The intensity reduction due to ozone absorption for
the assumed ozone distribution within the atmosphere, and calculated for a
grazing ray at tangent ray height h,, is shown in Fig. 18 for various wave-
lengths.

The analysis was conducted for two phototubes, the S-20 and the S5-1,
both of which seemed promising for the desired application. The $5-20 appears
attractive due to the large output obtained over the wavelengths from 0.3 to
0.8 microns, whereas the S-1, although having a smaller output, covered the
larger range of wavelengths from 0.3 to 1.1 microns. The images on the photo-
cathode are shown in Fig. 19-21 for the 5-20 at various tangent ray heights,
and in Fig. 22-25 for the S-1. The analysis covered all wavelengths; however,
it appears to be desirable to restrict the wavelength band in order to obtain
a sharper image and locate the center of gravity near the midpoint of the central
image. This applies especially to the image on the S5-1 photocathode, where a
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low output is spread over the shorter wavelengths having larger refraction
angles, and a large output is obtained over the larger wavelengths where the
refraction angle is smaller. This shifts the center of gravity of the image
away from the peak region, as shown in the Figs. 22-25, and it may be desirable
to restrict the waveband in order to center the center of gravity in the peaked
region.

The centers of gravity of the images obtained at various tangent ray
heights tend to shift as the star is occulted. Figure 26 shows the shift in
the center of gravity for the S5-20 photocathode where an overall shift of 2.33
arc-seconds occurs, and also shows the corresponding shift for the S5-1 photo-
cathode; however, since it operates more in the red end of the spectrum it
shifts only 1.T4 arc-seconds. Figure 26 shows that the center of gravity shift is
initially small, since the atmosphere is thin at high altitudes and little
differential refraction occurs. As the tangency point of the grazing ray
decreases, differential refraction causes the center of gravity to shift to the
blue end of the spectrum. However, at about 20 km, scattering and ozone
absorption play an important part in the energy distribution and shift the
center of gravity back to the red end of the spectrum. The shift in the
center of gravity is much less for the S-1 photosensor, since it responds
mainly in the red and scattering is not as influential.

Figure 27 gives the decrease in photocathode magnitude with tangent ray
height from an arbitrarily assigned initial value of + 1.0, corresponding to
a star with visual magnitude +1.0. Since the S-1 has greater response at
longer wavelengths, and the extinction processes are not as pronounced, the
S-1 suffers less magnitude change than the S-20 as the star sets.

The energy output of the two photocathodes in milliamps/cm2 of surface
is shown in Fig. 28. The larger output of the S-20 sensor is partially offset
by the greater change in photocathode magnitude during a scan. Thus, between
tangent ray heights of 4O km and 5 km, the S-20 undergoes a change of about
three orders of magnitude, whereas the S-1 changes two orders of magnitude.
In view of these photocathode characteristics, other factors must also be
considered before a final selection of the photocathode can be made. The
image energy distribution curves given in Figs. 19-21 for the S-20, and in
Figs. 22-25 for the S-1, along with the shift of the image center of gravity
in Fig. 26, and the decrease in photocathode magnitude during occultation in
Fig. 27, summarize the parameters which define the image characteristics
necegssary in the design of a suitable star-tracker.

B. ANALYTIC MODEL ATMOSPHERE
Using the geometry of the refracted ray shown in Fig. 9, an image analysis
can be performed on an arbitrary model atmosphere. It was desired that the

density function be smooth; therefore the atmosphere defined in Ref. 10 was
chosen. The exact choice of a model was gquite unimportant, as may be seen by
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comparing these results with those for the isothermal atmosphere. The same
extinction factors are again used, namely, differential refraction, molecular
scattering, and ozone absorption. Since analytical expressions cannot be
obtained for the various extinction factors in the model atmosphere, an IBM
7090 computer was used to evaluate these factors numerically.

The refraction angle of a grazing ray passing through the model atmos-
phere to an orbiting satelléte can be expressed in the following manner, &s
shown in Hays and Fischbach™:

w 4 log p
dn
dn
Rng) = 20, | , (18)
2 2
M5 m Mo
where
e = Mo To s
1 = KT
b = index of refraction related to the density by the Dale and
Gladstone Law9,
r = r, t+ h,

e

From Ref. 8, the exact inversion in solving for the density profile, given the
measured refraction angles, is

R(n )d
10" (49)

2 2
n T]O'T]

The angle © as obtained from the geometry in Fig. 9 is

e = =L
2 ry
where py = density at tangent ray height hy in the model atmosphere
(kg/m3),
r. = radius of satellite orbit (km).

S

As in the case of the isothermal atmosphere, the variation of the re-
fraction angle as a function of wavelength of rays incident upon the orbiting
satellite may be obtained by an expansion about the point hy, for a constant 0,
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as,
ORg
Rg(k,n) = Rg(ky,hg) + e Ak + ..., (6)
dRg
neglecting higher order terms. Again the derivative SE_ s is
06
3Rg 3R 3R, [3x|n
& le~ Sk In 30 e
k k |k oh |k e/ahlk
and for the model atmosphere this can be expressed as
= T, =1
OR, i dRy i 3Ry ' ok In \rs®- [r(kp+l)] (50)
: )
ok |® ok |h h Ik ORg rkd—p+kp+1
dh lx - dh

\lrsg-[r(ko’rl)]al

The derivatives were obtained numerically by evaluating the refraction integral,
Eq. (48), on an IBM 7090 computer for the various values required for the
derivative. Therefore, by substituting Egs. (48) and (50) into Eq. (7), the
amount of dispersion can be measured in terms of the variation of refraction
angle as a function of wavelength.

The intensity reduction due to differential refraction is defined as in Eq. (9):

I _ _ 1 .
z = Il/ BRS Rq 3 (9)
(-0 —)(1-p 7))
oh
and for
R DR
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Then

1

( BRS
1-D —=
dh )

=
n

(51)

Again by expanding V¥ about h, for constant angle ©, the intensity reduction
as a function of wavelength can be expressed as

Vv (x,h) = ¥(kq,hp) + ¥ Ak + .. . ., (11)

dk e

and
ae/ I
| _ ov Y oklh (12)

Skle  Skln  onlx ae/ahlk

For the model atmosphere this derivative is

AR

S rp

3 (R DBQRS T =
éil . ( ahz | 2 -Lr(kpt1) ]

+
Okl® k 9P 4+ xp + 1
rk £ o
=

Jrs” -(x(kot1)]

(52)

The intensity reduction due to differential refraction can be determined as a
function of wavelength for a given tangent ray height by substituting Eas.
(51) and (52) into Eq. (11).

The intensity reduction due to molecular scattering can again be expressed
as shown in Eq. (1Lk) for the model atmosphere. The tangent ray height at which
a ray of given wavelength passes through the atmosphere can be obtained as
shown in Egs. (15), (16), (17) and (18) for the isothermal atmosphere. Equation
(18), the change in height for a ray of given wavelength for the model atmos-
phere, is

g o |
d In [ 2 2
r. -[r(kp+1)]
Ah = = < J Sdp L Ak . (53)
k =F
aRs _ r ih + kp + 1
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Now the intensity reduction due to scattering is

[I_(M] _ e'%"?f‘“[b%]hl |

T (20)

The integral for the model atmosphere can be approximated by neglecting the
curvature effects due to refraction and

[00] o0

M, = prds - zdf olr) rar (54)
T

2
—00 Ty \’I‘

Interpolating between data points in the model atmosphere, the density
can be expressed as

O

. r-r,
Log(“1+1 /o, ) (-——1-)
= Ti+1771 (55)
0 p; € 55
in the range
Ty ST STi4 -
Let
Pi+l
@ - —E— log (= (56)
Tiv17Fy i
and
no=r-r; . (57)
Then,
Ti+17Ti
o0 Qi
i
My = ez pif (n+ri)e ™ dn (58)
1T —/
i=o © 4ri ot Jri “Toto

By neglecting n in the numerator (nm+ri), since ri >> 1, and by neglecting
| in\lri+ro+n', since ri+ro>> 1, Eq. (58) can be written as
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® i Q.
M 2 Z P f e = an (59)
= Yl e —— .
a 1
i dri+ro o J(}i'ro) BRI
The integral is of the type
X
-0t €+x 2
-a(u”-€)
JF = ‘ av 2 e du
o \=tt €
\IE tx -\le'
: 2
€ —-oue -Qu
= 2 ea Jpe o du - /we du s (60)
o) ‘o
with
\l€+t = u;Qa ==-0; ;X = Ary = Ty4- Ty 5 €= ri T,

Therefore, the integrals can be evaluated in terms of the error function, and
the integrated mass can be expressed as

PiTi

[o0]
kA S L Qs -r_ )
Ma = gz W o erf 4 al(ri+1 I'O)
i=o J + 0 i

)

ext (m——?} Jeabrimo) (61)

For numerical evaluation, Eq. (61) can be used when x, of erf (x), is
< 3.0, TFor x > 3.0 the asymptotic expansion of erfe(x) is used

-X2 _l
erfe(x) S 1 - 4% + 05 1'825 + 6'5525 - :j> .
X

x* X x
(62)

With this expansion, the evaluation of this integrated mass is
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(63)

The intensity reduction due to molecular scattering can now be evaluated by

3 2
E_(_M] o N (65)
IO S

The intensity reduction due to ozone is obtained in the same manner as in
Section TIT A. Again the standard ozone density distribution is used and
assumed to lie in uniform spherical layers around the earth. The ozone
intensity reduction can be expressed as

?(—?\l:l ) -kos(?\)[fposd;‘-lhl ) ko () E/[Os—_lhl

I
.. O 3

; (24)

where [?O.T ;. 1is obtained from Eq. (20).
a_) 1

The stellar radiation energy reaching the top of the earth's atmosphere
can be represented by Eqgs. (31) and (32). The total energy received at the
optical system of the satellite can now be expressed by Eq. (33). The energy
distribution of the image as a function of wavelength and also refraction
angles can be obtained in the manner given by Egs. (3L4) through (37). Equation
(38) represents the total energy over all wavelengths, while Eq. (39) repre-
sents the image center of gravity, and Eq. (47) gives the overall magnitude
change as the star sets within the atmosphere.

Since the star image is dispersed over a band of refraction angles depend-
ing upon the wavelength considered, each ray will also have a particular
tangent ray height h; corresponding to that wavelength. The optical tracking
system used will most likely read the refraction angle corresponding to the
center of gravity of the image. One must therefore determine the refraction
angle, wavelength of the ray at the center of gravity, and the corresponding
tangent ray height for a ray incident at the center of gravity of the instrument.
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The refraction angle corresponding to a ray incident at the image center
of gravity can be determined by

R, = Rg(k,) + A Rg (10)

and _ OR, __
Rs = Rglky) + — Ak + . (41
° (ko) >k leo )

Ak represents the deviation of the index of refraction between the standard ray

considered in the expansion, Ay, and the ray corresponding to the center of
gravity, A

_ R -R(k)
Ak = —————— (42)
aRs/ak '6
and also
— -6 1 1
Ak = 1.663% X 10 —_ - —— k
3 (7\2 v ) (L3)

Therefore, the wavelength of the ray incident on the center of gravity of the
stellar image can be determined from

P |

N

D m——
Ao Bk

>1
It

(11)

1+ 8
1.66%6 X 10

The difference in height between the standard ray and A, and the center of
gravity ray at A is found by

[ OR

TP

Bks]h -J

r

2

s -lr(ke+1)]

2‘

-

8k (65)
o
ORg| ko gh +ko +1
oh Ik [_2 2
l {ze-[x(kor1) 17
The height above the surface corresponding to the ray X is
h = hy +bh , (46)




where hgy = tangent ray height corresponding to the standard ray at %o. Equation
(h?) in Section IIL A can be used to calculate the decrease in photocathode
maghitude for various tangent ray heights in the model atmosphere.

Results

The analysis was performed for iwo separate photocathode materials: the
S5-20, whose characteristics described in Section IIT A, and a Westinghouse experi-
mental S5-20, with the spectral response shown in Fig. 29. The same parameters
outlined in Section III A, with the exception of density, were used for the
analysis of the model atmosphere. Figures 30-32 show the resulting photocathode
images for the various tangent ray heights during occultation on the Westinghouse
experimental S5-20. The images for the S5-20 used in Section IITI A are not pre-
sented, but the photocathode magnitude change as a function of tangent ray height
for both photocathodes are shown for comparison in Fig. 37.

The photocathode images in the model atmosphere are similar to the images
obtained from the isothermal atmosphere and display the characteristic shift
in the center of gravity as the tangent ray height decreases. This shift in
the center of gravity is shown in Fig. 33 for the S-20 and the Westinghouse
experimental S-20, and i1t occurs for the same reason as explained in Section
IIT A.

Figure 34 shows the stellar transmission through the model atmosphere as
a function of the tangent ray height due to differential refraction. The in-
crease of stellar transmission occurring at 5 km due to differential refraction
occurs because of the nature of the model atmosphere, where the sharp increase
in the temperature between 10 km and 5 km eventually results in a change of the
derivatives used in Eq. (52). These changes are reflected as a slight increase
in transmission at 5 km. Figure 35 shows the intensity reduction due to mole-
cular scattering as a function of tangent ray height and wavelength for the
model atmosphere.

Figure 36 shows the height difference, at various tangent ray heights,
between the base ray at Ay and rays of different wavelength A. The height
difference occurs because the refraction angle at any tangent ray height is
a function of the wavelength. Since all rays converge at the satellite, the
rays of different wavelength have different tangent ray heights, as shown in
Fig. 10. By restricting the spectral waveband, control over the tangent ray
height difference and photocathode image spread may be obtained.

Figure 37 shows the decrease in photocathode magnitude as a function of
tangent ray height for both photocathode materials. The results obtained
from the isothermal atmosphere analysis are also plotted; very close agreement
between the two atmospheres occurs down to a tangent ray height of 10 km.
Departures in photocathode magnitude are due to the increased density in the
lover part of the isothermal atmosphere, where a surface density of 1.99

6%




Phototube Response, milliamperes / watt
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Fig. 29.

L1 L2

A (microns)

Spectral response of the Westinghouse Experimental S-20.
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kg/m3 is used. Therefore, the analytic approach used in the isothermal atmos-
phere may be used to a tangent ray height of 10 km, whereas the approach out-
lined in Section III B should be used in defining the star characteristics from
10 km until occultation.

The image energy distribution curves for the Westinghouse experimental S5-20
given in Figs. 30-32, and the corresponding image center of gravity shift in
Fig. 33, and photocathode magnitude decreases in Fig. 37 again summarizes the
important parameters which define the image characteristics to be used in the
design of a star-tracker.
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IV. AN ANALYSIS OF BACKGROUND NOISE

The background noise consists essentially of four components: (1) stellar
radiation and galactic light, (2) zodiacal light, (3) airglow emissions, and
(4) auroral emissions.

The amount of galactic and zodiacal light appearing in the background will
be variable, depending upon the direction of observation. Galactic starlight
will be brightest in the plane of the Milky Way, whereas zodiacal light is
brightest in the plane of the ecliptic. The aurora and airglow emissions, on
the other hand, can vary with time as well as with the direction of observation,
and a large range of intensity variations may be expected. Each component of
the background noise will now be examined separately in order to arrive at a
spectral energy distribution in the spectral region of expected photocathode
operation, 0.3-0.975 microns.

In the design of the star-tracker, one of the necessary parameters to be
determined is the expected range of the signal-to-noise ratio. At the lower
limit, a short time after sunset when most of the background is scattered sun-
light, signal-to-noise ratios of unity or less can be expected. BSince the
expected signal strength has already been determined in a previous section,
the upper 1limit of the signal-to-noise ratio is obtained when the contributions
due to each background noise component are minimum. For galactic and zodiacal
light, the minimum is obtained by having the star-tracker field of view encompass
the darkest region of the galactic sphere. The minimum contributions due to
the airglow and aurcora are more difficult to obtain, due toc the lack of obser-
vational data of these phenomena as seen from space. However, with the aid
of certain assumptions and ground based zenith spectral radiance measurements,
one can obtain some representative values for the airglow and aurora emissions
as they would appear at an orbiting spacecraft.

A. STELLAR BACKGROUND

Roach and Megilll5 performed calculations giving the total integrated star-
light over the entire sky based on the star counts in '"Groningen" Pub. No. L43.
The results are given in both the photographic and visual magnitude scales in
tabular and graphical form as a function of the galactic coordinates.

Since the $-20 photocathode operates in the visible and near-infrared, we
had to extend the results of Roach and Megill to obtain the spectral energy
distribution from 0.3 to 0.975 microns. In order to obtain the spectral energy
distribution we had to assume that the energy radiated from a given portion
of the sky follows the black body distribution. Since the photographic and
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visual magnitude intensities are given by Roach and Megill, a color index of
a given region on the galactic sphere may be obtained from

Z
C.I. = 1.086 fn (—) , (66)
z
where
A=
z = number of 10th visual magnitude stars/min
) A
z' = number of 10th photographic magnitude stars/min2

The effective black body temperature for the region may now be obtained
from

8200.

T = —— 6
€ c.I. + 0.68 (67)

The number of 10th visual magnitude stars/deg2 can be converted to a
single star/deg® of magnitude:

N

m, = 10. + 1.086 in (

) - (68)

The effective irradiance I,, in watts/cmz, in the visible portion of the
spectrum of a star of visual magnitude zero is, according to Ramsey15,
3.1 X 10~ 5 watts/cm?. Therefore, the irradiance of a single star of visual
magnitude m,y in the visible portion of the spectrum is

_ Mzvy
I = 3.1%x107 ¢ 1.086 | (69)

The efficiency of radiation of a black body at a temperature T, over the

visible region is given by °

Jf wn(T) s(A) an

[ ap(T) an

where wp(T) = Planck black body function at wavelength A; s(A) = fractional
response of the eye at wavelength A.

ﬂe(t) = }) (70)

The peak intensity of the black body at a temperature T. can now be found from
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I(mzv) N\ max(T)

N peak n (T) %0 s (71)
© dem(T) an
o}
where
wy max(T) = maximum value of the Planck function,
(1.290 x 1070p5) vatts/em2 .\
d 0
an
12 4 watts 2
fw(T)dx = 5.679 X 107" | [em? (72)
o}

Since the Planck function at temperature Te can be matched to the peak
intensity H) pegk, the intensity at any wavelength can be obtained from

2.0k21 x 10717 - 1—2—2;% T
H(7\;T) = ne(T> € ‘ 5 l.)-“38 . (75)
(AT)” (7T -1)

The total intensity of the spectral region of interest can be obtained by
integrating Eq. (73) over the region:

Az
B(T) = f)\ H(A,T)an . (74)

1

A later section will show that the contribution of stellar background, although
40-50% of the total observed in the zenith from the ground, will be negligible
when the horizon 1s viewed from the spacecraft due to the increased airglow
background. The airglow background will appear brighter because of the in-
creased path length within the airglow. Therefore, although the color index
and effective radiating temperature may vary slightly in different portions of
the galactic sphere, the error in the total background made by assuming an
average radiating temperature over the galactic sphere is small.

The number of 10th visual ma%nitude stars/deg2 given by Roach and Megill
can be converted to watts/cm2 - min® over the spectral range 0.3%-0.975 microns
for an average effective radiating temperature of 55OOOK by multiplying the
data of Roach and Megill by 5.2 X 1072,
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B. ZODIACAL LIGHT

Elvey and Roach5 have calculated the distribution of zodiacal light of
the entire sky in ecliptic coordinates and have presented the results graph-
ically as the number of 1Oth photographic magnitude stars/deg®. Since
zodiacal light is generally believed to be sunlight scattered by interplanetary
dust, its spectral energy distribution is the same as the energy distribution
of the sun. The effective temperature of the sun is 6OOOOK, giving a color index
of +0.57. Because the color index is constant throughout the entire sky, a
conversion factor can be applied directly to obtain the energy radiated between
the 0.3-0.975 micron region. This is based on the assumption that zodiacal
light has the same black body spectral distribution as the sun over the wave-
lengths of interest. With this assumption, the spectral energy distribution
may be obtained in a manner similar to the method described in the Stellar
Background Section by using the data presented by Roach. The intensity given
in number of 10th photographic magnitude stars/deg2 can be converted to a single
star of photographic magnitude Mgz p in one square degree by

1
mgp = 10 +1.086 in (=) , (73)
zZ
where z' = number of 10th photographic magnitude stars/m@ng

This corresponds to a single star of visual magnitude

m = m,_ - C.I. (76)

The visual efficiency ne(T) for a black body radiating at 6000°K is
0.128; therefore the spectral energy distribution can be approximated by
m

ZV
-9 -
_9.572X 10 " e 1.086
HA) = 158 ) (77)
() * 6000)°(e  A+6000 - 1)
where
A = wavelength in cm

The intensity of the wavelength region of S$-20 photocathode sensitivity,
0.3-0.975 microns, is
Az

B =L H(A) an . (78)

1
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If Roach's data giving the number of 10th photographic magnitude stars/
deg® are multiplied by 7.8 X 1072 to obtain watts/cm2 - mﬁnz, the zodiacal
light data are made consistent with the stellar background data in the 0.3%-
0.975 micron band.

C. ATRGLOW EMISSION

The airglow brightness, as viewed from an orbiting spacecraft, will vary
with the direction of observation and with time. It is impossible to consider
all brightness ranges, and there do not appear to be sufficient data to determine
an average spectral energy distribution as a function of tangent ray height,as
shown in Fig. 38. In addition, the numerous emission lines appearing in the
airglow region over the wavelengths of interest complicates the problem of air-
glow background analysis considerably. To obtain an approximate value of the
airglow background intensity for a preliminary star-tracker analysis, one must
use a number of simplifying assumptions. These assumptions are:

(1) The emissions at all wavelengths under consideration, 0.3-1.0 microns,
occur in a relatively narrow band between 80-120 km and have the same
distribution as the continuum given in Ref. (11) and shown in Fig. 39.

(2) The airglow is confined to uniform spherical layers around the earth.
(3) The spectral energy distribution observed on the ground Ig, is the
same as that observed in space, except greater by a geometry factor

of I/I;.

(4) The average zenith night sky spectral distribution consists of light
due to the following sources:

(a) starlight and galactic light 50%
(b) =zodiacal light 10%
(c) airglow L0%
(d) aurora variable

Therefore, LO% of a typical night sky spectral energy distribution,
as shown in Fig. 40, and determined by the U. 5. Army Engineering
Research and Development Laboratory, Fort Belvoir, Va., will repre-
sent an airglow continuum as observed from the ground.

(5) The continuous distribution presented includes line emissions over
the wavelength regions under consideration.
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Fig. 38. Airglow layer as seen from space.
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Zenith Spectral Radiance in Watts cm2 ster' 10mp"

— ERD L Data (July 64)
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Fig. 40. Typical night sky spectral energy distribution.
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Although the actual spectral energy distribution due to the airglow may vary
from the assumed distribution, the deviations are not expected to be so large
that the assumed distribution will lie outside the expected intensity variation
band .

The airglow layer as observed from space appears brighter than the ground-

based zenith airglow because of the geometry involved, as shown in Fig. 38.

The intensity will, therefore, be a function of the angle, a. If the airglow
emission rate of the continuum is kngwn as a function of the height above the
earth's surface, F(r), in Rayleighs/A-km, the intensity of the airglow layer

as seen from space may be calculated. Figure 41 shows the geometry of the
situation, and the total number of photons emitted at a distance r to r + dr
and intercepted by the photometer is,

2
ro Fyr)ar , (79)
Uger
where A = photometer sensitive area, { = photometer field of view, and
r = distance of photometer to the element.

The specific photonflux entering the photometer is

F, = AQ]%'I— fFv(r)dr : (80)
o

The specific intensity is now

(o]

F
_ Voo 1
I, = — = ™ \/an(r)dr . (81)

e}

It can also be expressed in terms of emissions from a column, in units of
Rayleighs/A, as

by T, = fF(r)dr . (82)

(o)

This integral was evaluated for various nadir angles in the interval of
tangent ray heights corresponding at one limit to zero, and at the other limit
to 120 km, the top of the airglow layer. The intensity I (&) of the continuum
emission is shown in Fig. 42 as a function of o and seen from a satellite at
1100 km. The ratio of the intensity as seen from space to the intensity as
seen from the ground, I/Ig, is shown in Fig. 43 for a satellite at 1100 km.

One can now determine the flux entering a photometer from the airglow background
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. Airglow

| Photometer

F (r) = distribution of rate of emission (photons/cm?>- sec)
£) = photometer field of view (steradians)
A = photometer sensitive area (cm?)

Fig. 41. Geometry of airglow emission.
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at a given nadir angle, Q, by specifying the photocathode area and integrating
the airglow intensity over the photometric field of view.

D. AURORAL EMISSION

Although the background attributed to the aurora may be large during certain
times, and may contribute significantly to the star-tracker background, only
the minimum background is desired at present. The minimum will occur when the
aurora is not present within the field of view, as may be the case when the star-
tracker is observing stars in the vicinity of the equator. Therefore, the auroral
background is not considered to contribute to the background at the maximum
signal-to-noise ratio position.

E. SCATTERED MOONLIGHT

Although scattered moonlight may contribute to the background, the maximum
signal-to-noise ratios will occur when the moon is not visible from the satellite.
It is, therefore, not considered to contribute to the background under the
conditions for meximum signal-to-noise ratio.

F. MINIMUM BACKGROUND

The minimum background will appear when the field of view of the photometer
encompasses the darkest portion of the galactic sphere and no aurora appears.
In this situation, the bulk of the background consists of the airglow. If
L0% of the intensity of the zenith night sky, shown in Fig. L0, is due to air-
glow, then the integrated intensity from 0.3 to 0.975 microns is 1.969 X 10-10
watts/cm® - steradian. The ratio of I/Ig at the peak in Fig. 43 for the continuum
emission is 28.5. The ratio agrees with the observeg values obtained in NRL
rocket flights in Ref. 11. The intensity near 5500 A is 2.0 X lO'lO watts/cm2 -
sterad - u, and if this value is multiplied by the (I/Ig)max ratio of 28.5,
the observed intensity is 1.71 X 1077, which corresponds to 4400-10th visual
magnitude stars/deg®. This value is reasonably close to the 3000-10th visual
magnitude stars/deg2 viewed by Cooper et al.,’ considering the variable nature
of the airglow intensities; the alrglow observed by Cooper et al.' was less
bright then the average observed values. T

The vertical distribution of the 5577-A oxygen green line from Ref. 11
is shown in Fig. 39. This corresponds to 2.913% X 10'5 ergs/sec - ome -
steradians, as measured from the ground. From geometry and the vertical distri-

bution given, the value of (I/Ig)max is 39, giving a calculated intensity observed
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from space of 113.6 X lO-5 ergs/sec - cm®-steradian. This agrees reasonably
well with the value of 160 X 1072 ergs/sec - cn? - steradian observed by the
NRL rocket flights.

If, for example, the minimum background at 4O km tangent ray height is
desired, it can be found in the following manner. I/I_ at 4O km, from Fig. 43,
is 8.8, giving an observed airglow intensity of 1.738 1077 watts/cm? -
steradian.

Therefore, the minimum background in the spectral range 0.3-0.975 microns

for the assumed airglow spectral distribution is

MINIMUM BACKGROUND
18

airglow 144 .34 X 107 watts/cm®-min2
-18 2 N2 . .
stellar background 1.19 X 10 watts/em” -min® (27-10th visual magnitude stars/
deg?)
. ) -18 2 A2 . .
zodiacal light 2.30 X 10 watts/cm -min“ (50-10th visual magnitude stars/
deg?)
total 147.83 X 10-18 watts/cm?—m@nz

This value will establish a minimum noise level. Since the signal strength
has been calculated previously, the maximum signal-to-noise ratio is now es-
tablished. The minimum signal-to-noise ratio is unity or less; therefore the
expected range of signal-to-noise ratio of the star-tracker 1s established for
orbtial conditions.

Another approach in determining the airglow intensity is to consider the
mean zenith sky background given by Allen as 400-10th visual magnitude stars/
degree®. If 50% of the mean night sky background is due to integrated starlight,
then the intensity of starlight, e.g., 200-10th visual magnitude stars/deg®,
at an effective black body temperature of 55OOOK, will be 9.21 X 107t watts/
cmz-mfnz in the spectral range of 0.3-0.975 microns. Ten percent of the mean
night sky background is zodiacal light, and the intensity of 4L0-10th visual
magnitude stars degz, at the effective black body of the sun, e.g., 6OOOOK,
is 1.848 x 1071 watts/cm2-m{n® from 0.3 to 0.975 microns. The integrati%
night sky background in the S5-20 spectral range of Fig. 40 is 4.10 X 10~
watts/cm2—min2. Therefore, the difference of the sky background given in
Fig. 40, and starlight and zodiacal light calculated above, can be attributed
to airglow in the absence of any visible aurora.
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The intensity of the background seen from space at a tangent ray height
of 40 km and spectral range of 0.3-0.975 microns is

MINIMUM BACKGROUND

- A
airglow 263.55 X 10 18 watts/cma—min2
-18 2 A2
stellar background 1.19 X 10 watts/cm® -min
-18 2 A2
zodiacal light 2.30 X 10~ watts/em” -min
-18 A
total 267.04 X 10 watts /cm -min~

Therefore stellar background and zodiacal light can be neglected without serious
error in calculating the sky background as seen from space at various tangent
ray heights.
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V. GEOMETRY AND TIME OF OCCULTATION FOR VARIOUS AZIMUTH ANGLES

A star lying in the orbital plane of the satellite will have refraction
acting entirely in the orbital plane as the star is occulted by the earth.
Only changes in elevation of the star due to refraction will appear as the
star sets, and no change will occur in the direction perpendicular to the
orbital plane due to refraction. (There can be lateral refraction but this
effect, treated in Ref. 6 under non-sphericity, is so small that it will be
neglected here). However, if the star is not in the orbital plane but has
some azimuth angle with respect to the satellite, refraction will not occur
in a plane coincident with the orbital plane. As a result, changes in elevation
and azimuth will occur simultanecusly during occultation, and the star will
appear to trace out a curved path with respect to the earth. The geometry of
occultation at an arbitrary azimuth angle is shown in Fig. hh, where

r = satellite radius vector
s¥ = unrefracted vector to the star
s = refracted star vector
Q@ = normal to the orbital plane
Rg = refraction angle
AZ = dnitial azimuth angle for unrefracted star
¥ = angle between x-axis and satellite radius vector
& = angle between satellite radius vector and unrefracted

star vector
Figure L4 shows the intersection of the following three planes:
(1) The orbital plane;

(2) The plane perpendicular to the orbital plane containing the orbital
plane normal (, and unrefracted star vector s*;

(3) The plane formed by the satellite radius vector, r, and unrefracted
P » I
star vector s*.

The intersection of planes (1) and (2) form the x-axis. The normal to the
orbital plane at the satellite is the z axis, whereas the y axis is formed by
2 X x . Planes (1) and (2) remain fixed for a particular star, whereas plane
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(3) rotates in a nonlinear manner around s* as an axis as the satellite radius
vector, r, moves in its orbit during occultation. Refraction will occur entirely
in plane (3).

In order to measure changes in elevation and azimuth angles, it was necessary
to calculate the x, y, and z components of the orbital position and relate these
components to the tangent ray height, refraction angle, and the other parameters
used in the analysis of an isothermal atmosphere.

The refraction and component projections in plane (3) are shown in Fig. b5,
The unit refracted star vector projected along the satellite radius vector is

s, = 8 (8in Rs/sin 3) ,

— (83)

where JEI = 1
The refracted star vector projected along the unrefracted star vector s * is
s. = s (cos R, + sin R, cot 5) . (8k4)

These vectors give x, y, z components of s as

sin R

) S 1
Sy = S <[?cos Ry + sin Ry cot d) cos AZ - ;E;—g— cos YJ> 3
(85)
sy = s (sin Ry sin ¥/sin B) ; (86)
y ]
s, = S <L§cos Ry + sin Ry cot B) sin A%J> (87)

The variable azimuth and elevation angles with respect to the x, y, z cocrdinate
system are

-1 X
A = cos —_— |; (88)
‘ 2 2
Sx +SZ
-1
E = cos (Sy) (89)
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The angle ¥ is related to © and AZ by

v = cos™% EQE_é_T] ) (90)
cos AZ
From Section III A, Eq. (3) for an isothermal atmosphere, the refraction angle

can be expressed as

~h, /5 n(re+ho)

Ry = 2Zkgopp e “n (%)

where

Py = ground level density

h, = tangent ray height

H = scale height

re = radius of the earth

k, = (221.05 + 1.66/7%) x 1070

AN = wavelength in microns

The angle d can be expressed as

(r_+h_)(k p +1)
- (o]
5 = sint |—S ° 2 - R, . (91)
Tg S

Since 8 = X - ©, O is obtained from Section III A, Eq. (5) and expressed as
2

(r_+h )(k p +1)
0 = % + Ry - sin~t < Or °0° y (5)
s

. ’ho/H
where rg = orbital radius of the satellite (km ); Po = Ppe

The time for occultation can be determined by taking the difference of the
angle, ¥, between a given tangent ray height and a tangent ray height correspond-
ing to occultation, in this case 5 km, and dividing it by the orbital frequency w:
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¥(h) - ¥(hy)
t(h) - t(h,) = ° (92)

w

The change in elevation and change in azimuth angle are plotted in Fig. 46
for various azimuth angles during occultation. The changes are very close to
being linear up to an azimuth angle of 300. As an example, for a star having
an unrefracted azimuth of 300 a change in azimuth angle of 19.5 arc-min occurs
in going from a tangent ray height of 40 km to 5 km and the corresponding change
in elevation is 51.5 arc-min.

The time required to pass between various tangent ray heights at any given
azimuth angle is shown in Fig. 47. Occultation will be assumed to occur at
5 km, and the time required for occultation from any tangent ray height and any
azimuth angle is given. Therefore, in the example occultation occurs in 31
seconds when the tangent ray height is 40 km.
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VI. VERTICAL DISTRIBUTION OF CLOUD COVER AT LOW LATITUDES

Although estimates of regional and global cloud cover have been made from
ground obgservations by Landsbergle, from TIROS satellite photographs by Arking
and Clapp , and from TIROS longwave radiation data by Rasooll™ little information
on the vertical distribution of regiocnal cloud cover has been published. The
scarcity of such climatic data may be attributed to the difficulty of observing
the heights, and sometimes the presence,of high or multilayered clouds from the
ground or from a ship. Commerical airline crews, however, enjoy a more favorable
vantage point for obtaining such information. Therefore, cloud data recorded
during trips between certain low-latitude terminals were utilized to arrive at
an estimate of the vertical distribution of clouds above 4 km.

The data were made available by Pan American-Grace Airways, Inc., commerical
carriers operating with jet turbine aircraft in South America. The routes were
roughly meridional with terminals at Panama (8°27'N, 79°03'W) at the northern
end and Santiago (3%°26'S, TO°4LO'W) or Buenos Aires (34°20'S, 58°30'W) at the
southern end (Fig. 48). Cloud type and cloud altitude information had been
entered on the flight forms for a considerable number of sectors of various
lengths, so that the division of routes into segments of 5 to 10 degrees of
latitude was both feasible and economical for data-handling. With one flight
or more per day in each direction, and with three-quarters of the observations
being acceptable over the period from August 1960 to May 1962, about 500 daytime
observations per sector resulted in most cases. Night observations were less
abundant, but they were also analyzed for comparison with day observations.

Since the obstruction to horizontal vision above L-km altitude was the
chief datum being sought, the method of processing used simple "Yes" or "No"
answers to the questions, "Are clouds reported in this segment above L, 5,
ve..12 km?" An affirmation of cloudiness in any sector of a segment was
sufficient to count that segment among the positive cases. This counting
procedure led to the cumulative frequency form of graphical representation, with
altitude as the related variable (Fig. 49). Here the five curves are numbered
according to latitudinal zones along the air routes at 80N~OO, OO—lOOS, 10%s-
EOOS, QOOS-BOOS, and 5008-3508, with all daytime data included. The mean
tropopause altitude was taken as an upper limit in each zone. The curves
show a pronounced decrease in cloudiness southward at all altitudes above
L km, except in the zone ZOOS—BOOS, vhich is nearly identical to the ten-
degree band on its northern side. A second interesting characteristic of the
curves is the prondunced hump near 10 km in most cases. This apparent maximum
in cloud frequency will be discussed in the section on systematic errors.

Monthly graphs similar to Fig. 49 were drawn in order to determine some
suitable seasonal groups. The resulting combinations of months are used in
Fig. 50 to show the seasonal variations in relation to latitude and altitude.
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Fig. 48. South American airline routes for which cloud type and cloud
altitude data were available.
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The principal features of Fig. 50 are the are the dearth of cloud cover south

of the equator above 12 km and the relative minima generally found in winter
from 0° to 20°S. Summer high-level cloudiness exceeds that of winter in all
zones from 8°N to 5508, and the transition seasons are similar to summer near
the equator. High frequencies around the equator are associated with the Inter-
tropical Convergence Zone, which is frequently active within the 10°N - o°

belt throughout the year and occasionally in the 0° - 10°S zone in the December-
March period. The 50-% line drawn across this graph corresponds to an altitude
of about 10 km in equatorial latitudes much of the time, and a lesser altitude
of 4 or 5 km at 155 to 35°S.

Possible systematic errors in visual observations of clouds may well raise
some doubt about the graphical results presented here. For example, bias would
be present in reports of nil cloudiness when no observation was actually made.
Observer bias would also seem to explain the humps near 10 km in the curves of
Fig. &9, since jet cruising levels are at 10 * 2 km. This altitude is well
below the tropopause barrier to clouds in these latitudes, so the result probably
discloses a tendency to underestimate vertical distances from aircraft to clouds.
No attempt was made to correct supposed underestimation bias.

Another systematic error in the data concerns the occasional absence of
a written cloud report. Such missing data may well occur more frequently when
clouds are absent, but if so, the rejection of blank reports would tend to
counteract the erroneous reporting of nil cloudiness. Our procedure was to
reject all blank or largely incomplete reports, which amounted to one-quarter
of the total, and to rely in part upon several years of experience in the South
American region.

No great amount of representativeness in these results 1s claimed for
other longitudes, because the airline routes (Fig. 48) lie near the Andes
Mountains, mostly on the lee side in the equatorial easterlies and the subtropical
westerlies (Buenos Aires-Lima). The terrain effects may also cause some
diurnal bias in the data due to the flight schedules: consistently a trip
southbound from Panama started in the predawn twilight, and a trip northbound
from Buenos Aires started during evening twilight. Each trip required 8-9 hours,
including stops, to traverse all segments indicated in Fig. 48.

A number of night observations from the northbound trips were available
south of 12°S. These data were processed identically to the daytime data and
they are presented for comparison in Fig. 51, where three of the nonseasonal
curves in Fig. 49 are repeated. The frequency of observed cloud cover is
lower at night in all segments by factors of 2 to 6 below 12 km. Since dark-
ness makes accurate observation more difficult, some of this contrast should
be attributed to systematic underestimation of cloud cover. In fact, the
contrast between curves 3 and 5 over land is no greater than the contrast for
the other segments, which are partly over water; and observer bias may be more
important than nocturnal dissipation of clouds over land. As both effects act
in the same direction, further conclusions will not be drawn from the comparison.

101



1 20°5-30°, DAY N=53]

80 2 10°s-20‘;s, DAY N=488
® 3 3o°s.3.1 S, DAY N=794
810  4205-305, NIGHT N=359
<= 5 30°5-355, NIGHT N= 135
o g 60 6 12%-20°%, NIGHT N=358
[« 5 T .

S8 5}
g o

QD
SEar
sZwf
Qo
o< 2
3 3
=
g2 10F

0
18 17 16 15 14 13 12 11 10 9
Altitude (km)

Fig. 51. Comparison of daytime and nighttime cloud frequencies over the
latitudinal zones indicated. "N" is the number of cloud reports.
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The following general statements summarize the principal results of this
study which may be obtained regardless of systematic observational error:

a. The frequency of clouds above 4 km at 60-80°W. Long. decreases south-
ward from 8°N to 5508. With minor exceptions, this is true seasonally as well
as in the mean condition.

b. Summer high-level cloudiness exceeds that of winter between 8°N and
3595 in these longitudes, but the transition seasons near the equator are
comparable to summer.

c. Where nocturnal observations are available, as in the zone from 12°s
to 3508, the frequency of observed nighttime cloudiness is less than in daytime
by factors of 2 to 6. An undetermined part of this difference is due to partial
dissipation of cumuliform clouds in the hours of darkness over land areas.

The results of this preliminary work indicate that stars being tracked
downward through the atmosphere will usually become obstructed by clouds within
a 20-degree zone centered on the equator. The altitude at which this interruption
of the grazing ray occurs will often lie between 10 km and 15 km, and little
data will be obtained below 5 km. Beyond lOOS, however, the incidence of high
clouds decreases greatly, and the chance of obtaining information from as low
as 10 km is well over 50-50 in all seasons.

The kind of information obtained in the South American region should be
supplemented by information obtained from airlines operating in other regions.
To secure these data, a special pilot report form has been designed and put to
use in the eastern Pacific region.
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VII. CONCLUSIONS

The requirements of a satellite star-tracker have been fairly well
established by the analyses presented in this report. Using the proposed
signal-to-noise ratios and tracking accuracy requirements, the preliminary
design of the star-tracking equipment is being undertaken.

The ability to design a suitable star-tracking system utilizing present-
ly available equipment and techniques will prove the feasibility of the
refraction method. Present information on engineering systems leads us to
feel optimistic about the prospects of so doing.

Following this design, an orderly and economical plan will be proposed
for implementing the method with hardware, culminating with an orbital test.
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